Using Developers’ Features to Estimate Story Points
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ABSTRACT
Effort estimation is important to correctly plan the use of resources in a software project. In agile projects, a correct effort estimation helps decide which issues have to be fixed or finished during the next iteration. However, estimating issues can be a complex task and developers may make inaccurate estimates. Therefore, the use of automatic approaches that aim to support developers in the estimation process is worth to be studied. We explore the use of a predictive model that use developers’ features to assign story points to issue reports. The performance of the model is compared with the performance of models based on features extracted from the text of issues. We assessed the models with different performance metrics including Accuracy, Mean Absolute Error, and Standardized Accuracy. The preliminary results show that the model that uses developers’ features slightly outperforms the models based on text features, indicating a promising research direction.
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1 INTRODUCTION
Effort estimation is crucial in any development process to correctly plan the use of resources. In particular, effort estimation plays an important role in agile projects since they usually organize the development in iterations which are defined by the teams according to the stakeholders’ goals and the effort estimation. In agile, effort estimation is often done by teams applying techniques such as planning poker and made in terms of story points [5, 19].

Story points are a unit of measure for expressing an estimate of the overall effort that will be required to fully implement a piece of work [5, 17]. In practice, agile teams assign story points to not only user stories but also other individual pieces of work that they must complete. Project management tools usually name these pieces of work as issue reports. Depending on how teams use these tools, an issue could represent a user story, a bug report, a project task, or a helpdesk ticket, among others.

The effort estimation process has been considered to be a process in which developers’ expertise and previous knowledge have a strong influence on estimation accuracy. Therefore, estimating issues can be problematic for novice developers since they do not have enough experience. As a result, novice developers—and sometimes even senior ones—guess the number of story points when they have to estimate issues. In this context, the use of automatic approaches that aim to support developers in the estimation process is worth to be studied.

In order to aid developers during the estimation process, we propose to use a predictive model whose output can be a suggestion for novice developers or be considered as an extra input during a planning poker session. To build the prediction model, we use a supervised approach that takes as input features derived from the issue reports of eight Open Source projects. We explore the use of different sets of features and evaluate their performance to determine the best one, including not only features from the textual descriptions of the issue reports but also about the developers who are involved. Using developer features such as reputation and workload seems to be reasonable since we assume that the estimation process is affected by the individual characteristics of the developer.

To determine whether developer features have a positive effect on prediction performance or not, we compare the results of several models that are trained with a different set of features: a set of developer features, set of text features, and a set given by the combination of both. The comparison is made by using different performance metrics such as Accuracy, Mean Absolute Error (MAE) and Standardized Accuracy (SA). After analyzing the results, we conclude that the models which use developer features to predict story points outperform the models which use features extracted from the text. These preliminary results indicate that further research on the individual characteristics of the developer to predict story points is worth to be done.

2 BACKGROUND
The traditional way of estimating effort is to give a date when a task will be finished. This, however, does not account for the fact that during the work a team member will attend meetings, read e-mails and do other work-related activities. Therefore, story points are often used as a proxy measure for both effort and complexity. Typically, story points are assigned according to a Fibonacci number sequence, where each number is the sum of the previous two [5].

There are techniques to estimate story points, such as planning poker [5, 10]. In planning poker, a user story (or issue) is chosen to be discussed. Then the developers individually choose the number of story points. Once all team members have chosen their estimates, the choices are disclosed. The developers, who chose the lowest and the highest story points, must justify their choices. This process
A considerable amount of literature has been published on effort estimation. Effort estimation is still attractive to researchers since a reliable estimation process is crucial for a correct project planning and a good management of the resources [15, 18].

Many studies have investigated the use of machine learning to build predictive models in software engineering, aiming to predict the time required for bug-fixing [1, 3, 11, 21] or the effort involved in solving issues [4, 16, 20].

Other works have focused on agile contexts, using machine learning to estimate story points [4, 12]. These studies have compared the performance of the classification task of different techniques such as Neural Networks [2, 4] as well as traditional machine learning algorithms such as Naive Bayes, Decision Trees, K-NN, and SVMs [12].

Porru et al. [12] studied the performance of a machine learning classifier to estimate story points, using attributes from issue reports. The authors extracted textual features from the description of the issue reports as well as their components and issue type fields. The main difference of our study consists in the introduction of developers’ features to understand whether these features affect the story point prediction or not.

To analyze the performance of the different models, several performance measures have been proposed. Accuracy has been used to analyze the quality of predictive models [7] as well as the Mean Magnitude of Relative Error (MMRE) [2, 6, 12, 13]. However, several studies [9, 13] have criticized the use of MMRE because of its bias towards underestimation and its instability when comparing different models. For this reason, the use of Mean Absolute Error (MAE) [4, 12] and Standardized Accuracy (SA) [4] has recently been recommended. In our study, we use Accuracy, MAE, and SA to evaluate our predictive models.

In this study, we aim to answer the following research questions:

**RQ1.** Is the use of developer features suitable for estimating story points of issue reports?

**RQ2.** What is the Accuracy of predicting story points using developer features compared to using textual features?

**RQ3.** Does the use of developer features provide more accurate estimates in terms of MAE and SA than using textual features?

To answer RQ1, we conducted a sanity check that consists in comparing the performances of the prediction models with three baseline benchmarks commonly used in the context of effort estimation: Random Guessing, Mean Effort, and Median Effort [14, 15].

Random guessing chooses randomly a story point value from the set of possible values and uses it as the estimate of the target issue. Since Random guessing does not use any information associated with the target issue, it would be expected that any useful estimation model outperforms random guessing. The Mean and Median Effort approaches use the mean and median story points of the past issues as the estimate of the target issue. To answer RQ2, we trained predictive models using Support Vector Machines (SVMs) and different sets of features. SVM was selected since it has shown the best performance for predicting story points in comparison with other algorithms such as Decision Trees, k-NN, and Naive Bayes [12]. Then, we compared the Accuracy of the models. To answer RQ3, we followed a similar procedure than for RQ2. We first trained the predictive models using different sets of features. Then, we compared the performance of the effort estimation models calculating the MAE and SA.
We computed features based on the original set of attributes in the
original dataset. We keep only the issue reports that meet the following conditions:

- The issue report has been assigned to a developer.
- The story points of the issue report have been assigned only once and never updated afterward. Those issues whose story points get updated are considered as unstable and might confuse the classifier [12].
- The issue has been addressed. An issue is addressed if its status is set to closed and its resolution field is set to fixed. Those issues that have not been addressed are likely to be unstable and they might confuse the classifier.
- The fields summary and description have been set and their values have not been changed after the initial set up.
- The story points have been assigned according to the Fibonacci sequence (i.e., values 0.5, 1, 2, 3, 5, 8, 13, 20, 40) and the number of instances with those values is greater than one.

The original dataset contained 15155 issue reports from eight projects. After applying the cleaning process, the dataset size decreased to 4142 issues. Table 1 describes the type of issues and the story points of the cleaned dataset.

5.3 Features

We computed features based on the original set of attributes in the dataset to help the classification task. These features are grouped into two sets: developer features and textual features.

5.3.1 Developer Features. This set of features aims to describe the individual characteristics of the developer.

- Reputation: Developer reputation has been used in several studies [8, 22] as a way to characterize the role played by developers in software projects. The reputation of a developer $D$ is calculated as the ratio of the number of issue reports in the dataset that have been both opened and fixed by the developer to the number of issue reports opened by the developer plus one (Equation 1).

$$Reputation(D) = \frac{|opened(D) \cap fixed(D)|}{|opened(D)| + 1}$$  

- Current developer workload: This feature is determined by the number of open issues that have been assigned to the developer at a time.
- Total work capacity (number of issues): The total number of issues that have been completed by the developer during the project.
- Total work capacity (story points): The total number of story points that have been completed by the developer during the project.
- Number of developer comments: The total number of comments that the developer has written in the project.

5.3.2 Text features. The textual features consist of several features extracted from the summary and description fields of the issues, written by the developers in natural language. The feature extraction procedure is the same as used by Porru et al [12].

- Context: The summary and description fields were joined together in a new feature named context. Since developers often include not only a description of the issue in natural language but also code snippets to describe particular situations, the description in natural language and the code snippet are analyzed separately. The reason for this is that the language used in the blocks of code may have different meanings from those found in the natural language descriptions [12].
- Number of characters: Once we get the context of the issue, we calculate the number of characters used in both corpora (code and description).
- N-grams: We extracted features from both corpora using Term Frequency - Inverse Document Frequency (TF-IDF). Uni-grams and bi-grams are used as inputs to calculate TF-IDF.

5.4 Predictive Models

The research goal of this study is to compare different predictive models that produce a story point estimate for a given issue. Each model takes as input a combination of the features defined in Section 5.3: developer and textual features.
The models are built using Support Vector Machines (SVMs), since SVM have shown the best in result in the same domain [12]. When SVM is used for classification tasks, each training example is marked to belong to one of two categories. The SVM model assigns every new training example to one or the other category, so when mapped, the two categories are separated by a gap. Since we have more than two categories, many models must be used. To address this issue, we use the scikit-learn\(^\text{10}\) python package that builds many different models with two categories and combines them into one model.

5.5 Validation and Evaluation

To validate the outcomes of the classifier, we use 10-fold cross-validation. Cross-validation is a well-known technique to prevent the classifier from over-fitting. In addition, we set the number of folds to ten since it is more computationally feasible than using a higher number of folds.

To evaluate the performance of the different models, we use three metrics: Accuracy, Mean Absolute Error (MAE), and Standardized Accuracy (SA). The Accuracy of a predictive model is simply defined as the ratio between the number of correct estimates and the total number of estimates. This measure has been used by many studies and it is particularly useful to make straightforward comparisons between the models and with related work.

Mean Absolute Error (MAE) has been recommended as a performance measure by recent research [4, 14, 17]. The MAE is defined by Equation 2, where \(y\) is the real story points assigned to an issue, \(\hat{y}\) is the outcome given by an estimation model, and \(N\) the total number of issues in the dataset. Since this measure evaluates the error of the predictions, we can improve the performance of the model by decreasing the MAE.

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \quad (2)
\]

In addition, we evaluate the performance of the estimation models by using Standardized Accuracy (SA). The SA is based on the MAE and the MAE of Random Guessing. The SA is defined by Equation 3. Since this metric compares the predictions against the random approach, we can improve the performance of the model by increasing the SA.

\[
SA = \left(1 - \frac{MAE}{MAE_{RandomGuess}}\right) \times 100 \quad (3)
\]

6 RESULTS

In this Section, we describe and discuss the results for each of the research questions.

RQ1. Is the use of developer features suitable for estimating story points of issue reports? The results obtained from the prediction models are shown in Table 2. The columns show the values for the three performance measures used: Accuracy, MAE, and SA. The combinations of features are the following: a set of only developer features (Dev), a set of features only extracted from the text (Text), and a set consisting of both of the aforementioned sets (Text+Dev).

In addition, Table 2 shows the results of using the three benchmark baselines: Mean, Median, and Random approaches. The analysis of the average values of the performance measures (last row of Table 2) suggests that the estimations obtained using only developer features are better than those achieved by using the standard baselines.

Using only developer features is suitable for estimating story points since the model outperforms the baseline benchmarks.

RQ2. What is the Accuracy of predicting story points using developer features compared to using textual features? The results of the predictions models that use different sets of features are shown in Table 2. In particular, the first three data columns describe the accuracy of the models for all the projects in the dataset. The accuracy of the model using only developer features (Dev) outperforms the others in 5 of 8 projects. Averaging across all the project, their accuracy is also higher than the model that uses only textual features (Text) and a combination of both (Text+Dev).

A predictive model based on SVM and developers’ features can achieve an accuracy of 0.384 on average, outperforming the models based on textual features.

RQ3. Does the use of developer features provide more accurate estimates in terms of MAE and SA than using textual features? The values of MAE and SA for the predictive models using only the set of developer features (Dev), textual features (Text), and both sets combined (Text+Dev) are shown in Table 2. When comparing the MAE values, using only developer features (Dev) gets the lowest value on average across all the projects, although this value for the Dev set is the lowest in 3 out of 8 projects. Similarly, the same set of features (Dev) allows for obtaining the highest value of SA on average across all the projects, although the SA value for the Dev set is the highest in only in 3 out of 8 projects.

Using a SVM classifier and only developer features to predict story points outperforms the values of MAE and SA achieved by using textual features or a combination of textual and developer features.

7 THREATS TO VALIDITY

There are threats to validity that should be carefully considered in this research. We tried to mitigate threats to construct validity by using a real-world dataset of issue reports from several open source projects that have been used in related studies [4, 12]. To deal with threats to conclusion validity, we compare the outcomes of the predictive models using performance measures that are commonly used according to the state of the art.

The used dataset was selected because it contains heterogeneous data about a wide range of projects of different sizes, complexities, teams of developers and communities. The characteristics of the dataset mitigate the threats to external validity. However, the dataset consists of open source projects, which is not representative for all kinds of software projects, in particular for projects conducted in commercial settings. Thus, further research is needed to improve external validity.

In addition, there might be several confounding factors which can influence the estimation process, such as company pressures, previous background, education or expertise of the developers.

\(\text{Scikit-learn website} \quad \text{http://scikit-learn.org/stable/}\)
We explored the use of developers’ features to build predictive models that estimate story points in open source projects. We compared the performance of several models using different sets of features. The preliminary results show an improvement in Accuracy, MAE and SA of the predictive models that use developer features over the models that use features extracted from text. Although the values of the three metrics are slightly better on average across all the projects, there is no improvement when we analyze the results of some projects individually. Using textual features have shown a better accuracy in 3 out of 8 projects whereas using the mean benchmark baseline gets better MAE and SA values in 5 out of 8 projects. Therefore, the first thing to further investigate is why these values are better in some projects than others.

When we analyze the results for each project, we can observe that these values can range from 0.366 to 3.453 for MAE and from 46.334 to 93.152 for SA. Further research is needed to understand these differences. Future work could assess the performance of the same models through a cross-project evaluation.

As for the features used in the models, this preliminary study shows that the model that uses developer features outperforms the one that uses text features. It suggests that predictions might be improved if new features related to the individual characteristics of the developers are taken into account.
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